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Abstract— Network routing is still considered one of the critical factors affecting overall network 

efficiency, leading to the invention of many dynamic routing protocols such as RIP, EIGRP, and OSPF. 

Routing Information Protocol (RIP) is one approach that depends on the hop count, which is the number 

of routers between the source and destination. The RIP system finds the least expensive next hop for a 

network to determine the best path in a dynamic routing system, but it does not consider metrics or the 

physical environment of router devices. Metrics such as delay, bandwidth, and reliability of the router can 

affect overall packet tracing. 

This paper proposes a solution that uses an artificial neural network to contribute to these metrics. Neural 

networks automatically weigh factors like delay and bandwidth as inputs to an artificial neuron provided 

for each router to generate a heuristic value, and use reliability as a bias for the neuron. The heuristic value 

is then added to a routing distance table of all the neighborhood nodes of the router. The optimized 

Bellman-Ford algorithm is then run to produce the routing table for the entire network. 

This results in a more optimized and balanced network that takes into account four network metrics (hop 

count, bandwidth, delay, and reliability), which makes the network more sensitive to certain 

environmental attributes. 

Keywords— (Artificial Neural Networks; Optimization; Algorithms; RIP) 

I. Introduction  

With the rapid development and increasing use of the Internet in almost all aspects of life, there is a need 

for a faster network with more capacity for new Internet applications. Some traditional network 

technologies encounter bottlenecks when it comes to meeting the growing demand for network usage. In 

a computer network, data transmission is based on the routing protocol, which selects the best route 

between any two nodes [1]. A routing protocol is a language that routers use to communicate with each 

other and share information about the reachability and status of the network. It includes a procedure to 

determine the best path based on its reachability information and record this information in a routing table. 

A routing metric is used to select the best path, and a routing algorithm computes it [2]. 

 

Different types of routing protocols are used for specific network environments. Three types of dynamic 

routing protocols are commonly used for a specific network installation: RIP, OSPF, and EIGRP. Routing 

Information Protocol (RIP) is one of the earliest routing protocols still in use. It is a distance vector 

protocol that uses hop count as its primary metric. The network size that RIP can support is limited, while 

the Open Shortest Path First (OSPF) protocol is based on bandwidth and the Enhanced Interior Gateway 

Routing Protocol (EIGRP) is based on bandwidth, load, and delay, ignoring the hop count [3]. In this case, 

there is a need for AI algorithms to produce a better routing solution through learning in the field of 

computer networking. Network routing, which determines the route taken by packets from the source to 

the destination, plays a critical role in networking by selecting the path of packet transmission. It is the 

main factor in increasing network efficiency and using network parameters such as delay, hop, load, 

bandwidth, etc. to balance the load on the network [4]. 

An artificial neural network (ANN) is a collection of processing elements called neurons that are 

interconnected with one another. These patterns of neurons work together to solve complex problems that 

require learning or periodically changing states. When trying to solve optimization problems, it is 

important to have tools such as methods that can successfully minimize or maximize objective functions. 

It is often necessary to approximate a solution in order to solve a problem involving one of these functions, 

especially when the function is neither linear nor polynomial. Some methods use the application of entire 

or partial derivatives to linearize these functions at certain points [5, 6]. The approximation of the objective 

function allows for the use of various approaches for artificial intelligence, such as non-linear regression, 

to solve optimization problems. If the derivative of the objective function can be expressed as a 

polynomial, then it is possible to compute the solution to an optimization problem. AI algorithms are often 

used to improve factors such as weights, network design, learning rules, neuron activation function, and 

bias on the metrics of each router to create a single heuristic value for each router.  

The heuristic value is a method that involves adopting an approach to a problem based on some additional 

factor or criteria, or based on previous solutions to similar problems. 

We propose using neural networks to optimize the RIP routing system. Our approach allows for the 

automatic discovery of cost functions, eliminating the need for custom heuristics. By effectively using 
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context information and describing complicated trajectory features, this method combines the benefits of 

using weight strategies for input with the current distance vector used in standard RIP. 

We use a hybrid model that considers both of these aspects in the computation of the cost of evaluation. 

The efficiency and robustness of the proposed model have been demonstrated through multiple runs on 

different datasets. 

II. Literature Review 

Numbers of Artificial Intelligence and Neural Network schemes have been proposed to optimize computer 

networks and the following are some of the papers that have been studied in this regard.  

This paper [7] suggests a novel training method based on the previously proposed Whale Optimization 

Algorithm (WOA). It has been demonstrated that this method outperforms the existing algorithms and 

can tackle various optimization issues. For the first time in the literature, a set of 20 datasets with varying 

degrees of complexity are selected to evaluate the suggested WOA-based trainer. 

 In [8] the researchers said that the comparative analysis reveals that IMBO consistently outperforms 

existing algorithms and offers highly competitive outcomes. It is used to train neural networks as well, 

illustrating how useful IMBO is for resolving difficult real-world issues. 15 well-known classification 

datasets from the University of California, Irvine (UCI) Machine Learning Repository are used to evaluate 

the IMBO-based trainer. The outcomes are contrasted with a number of methods from the literature, such 

as the original MBO and GCMBO. It has been found that IMBO considerably enhances neural network 

learning, demonstrating the algorithm's benefits for taking on difficult issues.  

In [9] the performance of the proposed evolving neural network is benchmarked using 13 classification 

datasets, three function approximation datasets, and one real-world case study (Tennessee Eastman 

chemical reactor challenge). The results demonstrate that the suggested strategy delivers extremely 

competitive performance compared to well-known conventional and evolutionary trainers.  

In [10] the mechanism for artificial intelligence enabled routing (AIER) with congestion avoidance in 

SDN is presented. It can not only minimize the impact of monitoring ranges with dynamic routing but 

also provide learning capability and superior route choices by trying to introduce artificial intelligence 

(AI) technology. By integrating three more modules—topology discovery, monitoring interval, and an 

artificial neural network—into the 

 control plane, researchers could assess the overall efficiency of the proposed AIER mechanism on the 

Mininet simulator. Performance evaluation, including average throughput, packet loss ratio, and packet 

delay vs data rate for various monitoring times in the system, show the effectiveness and superiority of 

our suggested AIER mechanism.  

In [11], the research suggests a routing mechanism built on reinforcement learning that takes the benefit 

of node information to generate a stable and fast route. The proposed approach aims to improve throughput 

by reducing energy use, transmission latency, and packet delivery. By validating the presented method's 

performance in the based simulation II in terms of energy consumption, transmission latency, and packet 

delivery ratio, its utility is assessed.  

In [12], the paper proposed a delay and energy well-organized machine learning based routing protocol 

for P2P networks, which permits the network engineers to expand upon the network QoS without 

compromising on the routing efficiency of the network. The outcomes show that the suggested procedure 

is enhanced in terms of delay and energy efficiency compared to the existing ones. It also affords another 

routing path in case of node or link-down circumstances. They also suggest some additional work which 

can be taken up by using the protocol to make the system more protected and efficient in terms of complete 

privacy. 

III. methods 

A. Artificial Neural Network: A content analysis of the relevant literature was performed in 

order to present, identify, analyze, categorize, and review the distinguished ANN-based optimization 

strategies for various applications and, more specifically, in RIP routing. This was done in order to 

demonstrate, discover, assess, and review the strategies[13]. 

B. Routing Information Protocol (RIP) is a distance vector protocol that uses hop count as its 

primary metric. RIP specifies how routers should exchange information while transferring traffic among 

a collection of linked local area networks (LANs)[14]. In the distance-vector routing, routers learn the 

https://www.techtarget.com/whatis/definition/hop
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routing information from directly connected neighbors, and these neighbors may have learned these 

networks from other neighboring routers. As result, the distance-vector routing is also known as 

the routing by rumor. 

C. Distance Vecor Algorithm / Bellman-Ford 

Each router notifies a list of distance-vectors (route with cost) to each neighbors periodically. Every router 

selects the route with smallest metric. Metric is a positive integer– The cost to reach a destination: number 

of hops– Hop-count is limited to 1-15, 16 is “infinity” [15] figure 1 illustrates an example of a specific 

network that consists of 6 vertices (nodes) each indicate a router with a specific properties and metrics, 

and 7 edges that indicate the cost of transmitting routed package in the network.  

 

   
Figure 1 a specific network that consists of 6 routers 

Such network has a 6 different routing tables for each router. Table 1, illustrates the routing table of vertex 

A, (router A) that indicate the neighbor costs and next hop suggestion.  

Table 1: The routing table of node A is 

Distention  Cost  Next 

Hop 

A 0  

B 8 B 

C 10 C 

D Infinity   

E Infinity  

F Infinity  

 

The RIP algorithm states that B will be investigated since it has the lowest cost, regardless of other 

elements that impact packet tracing, such as delay, bandwidth, reliability, and other metrics. This may 

lead to a bottleneck as B may has the lowest bandwidth or worst reliability due to power shortage in the 

site or suffering from overheating [14]. 

D. Metrics that affect routing  

1-Hop is a metric value used to measure distance based on the number of network datagram traverses. 

Each time a router forwards a datagram onto a segment, this counts as a single hop. The RIP makes a 

decision depending on it. 

2-Bandwidth is measured in terms of bits per second. Links that support higher transfer rates like gigabit 

are preferred over lower capacity links like 768kbps for instance, the OSPF make a decision depending 

on it. 

3- Delay is measured in tens of microseconds and denoted by the symbol μ. Delay represents the amount 

of time it takes for a router to process, queue, and transmit a datagram out an interface. 

4- Reliability although this metric may be configured as a fixed value by an administrator, it is generally 

measured dynamically over a specific time frame, such as five seconds. Routers observe attached links, 

reporting problems, such as link failures, interface errors, lost datagrams and so on.  

5- There are some other metrics like Load, gutter, path length, packet loss, etc. that may affect the routing 

system and overall network efficiency but adding all these factors to a routing protocol may require extra 



   

         

     Optimizing RIP Routing System using Artificial Neural Network    

  

  

time to calculate all these numbers and functions; hence it will be very time consuming which causes of 

increasing the delay [16, 17]. 

IV. the system implementation  

The proposed system generates a heuristic value by using the main metrics of the routing system and 

combining it with the hop count used mainly in the RIP system through an artificial neuron. The 

weighted input periodically allows changes in the impact of metrics on the routers and the overall system. 

A. ANN Optimization 

Neural networks can analyze vast amounts of data with various sophisticated properties in a very short 

time and discover various patterns. [11, 13]. The neural networks modelling technique is not dependent 

on methods that are founded in physics, which makes it not only versatile but also quick when it comes 

to find solutions to problems. They are able to incorporate the ANN structural model without much 

difficulty and can be adjusted based on the physical attributes of the operator. Neural networks are 

valuable tools for resolving complex non-linear interactions since the inputs they use are stored within 

the networks themselves rather than in a database line. The system proposes a neuron that is explained 

in figure 2, which accepts two of the main metrics as weighted input. 

 

   

 

 

 

 

 

 

Figure 2 proposed Neurons to associate with each router  

The input of the neuron is both bandwidth, delay and bias, these router metrics affect the routing of packages 

within the network very sharply. The neurons' weights are considered as 0.886 for bandwidth and -0.62 for 

the delay, as it is a correlation between these two metrics and the routing instability [18]. Table 3 shows the 

default bandwidth of some routers in kilobit per second, these numbers used by this paper is not all available 

bandwidths, but it’s a sample of the most used one and taken as an input of the proposed neuron. 

Table 3 the sample of most used bandwidth 

Band width Kbps 

Gigabit Ethernet Interface (1 

Gbps) 

1000000 

Fast Ethernet Interface (100 

Mbps) 

100000 

Ethernet Interface (10 Mbps) 10000 

DS1 (1.544 Mbps) 1544 

DSL (768 Kbps) 768 

 
 Delay is the second metric that affect the network routing and used an input of the neuron, this paper 

considers that delay is ranged between 10 to 76 microseconds.  
The input of both metrics input value must be mapped into the same range; hence the maximum 

bandwidth is 1000000 and the maximum delay is 76 microseconds. Multiplying these numbers (1000000 
and 76) by their weights will cause a huge unbalancing of the result. Here the following formula is used 
to map the current input number into arranging between [1 and 3]. 

X= (input-rmin) /(rmax-rmin) x(tmax-tmin) +tmin 

Bandwidth BW 

 
DW 

Delay 

Bias 
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Where rmin and rmax are the minimum and the maximum numbers of the metrics and tmin and tmax are 
the minimum and the maximum number of the new map. 

Bandwidth [1000000, 768] will be mapped to [3, 1] 
And the delay [76, 10] will be mapped to [3,1].  
Applying the formula of neural network mentioned in figure 2 is as follows: 
Net. Weigh = XC*WC+XD*WD + Bias 
By applying the formula on the case of the best given metric (minimum delay and maximum 

bandwidth) and worst given metrics case (maximum delay and minimum bandwidth) table 4 and table 5 
can be observed. 

Table 4 Applying worst inputs 

Metrics Value 
Inpu

t 
Net. 

Weight 

 
Bandwid

th 
768 kbps 

=CX
1 

-0.974 

Delay 
76 

Microsecond 
=DX
3 

 

Table 5 applies the best case input 

Metrics Value 
Inpu

t 
Net. 

Weight 

 
Bandwid

th 

1000000 
kbps 

=CX
3 

2.038 

Delay 10 
Microsecond 

=DX
1 

 

The best case Net weight generated by the neuron is (2.038) and the worst case Net weight generated by 

the neuron is (-0.974), which are ready to pass to the activation function. Table 6 shows the use of 

several none linear activation functions in the neuron and their results. 

Table 6 different nonlinear activation functions 

Net. Wight 

Best 
case 

2.038 

Worst 
case 

-0.974 

Sigmoid 

Best 
case 

0.734777766 

Worst 
case 

0.380600545 

Tan Inverse 

Best 
case 

1.114634787561
95 

Worst 
case 

-
0.772227699034

323 

Tan 
Hyperbolic 

Best 
case 

0.966616235206
401 
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Worst 
case 

-
0.750456796738

985 

As shown in table 6, the Net weight has a better fit to the distance vector provided in figure 1, which is 

approximately between -1 and 2 which makes this paper proposes this number after adding a bias. 

This research proposes the reliability metric to generate a net weight which has a better performance and 

better fit to  

the distance vector, so the reliability also must map from the current range of [0, 255] to a new range [1, 

3] by the same mentioned formula for bandwidth and delay. 

A Heuristic value Solution for RIP Routing 

The problem of determining the most efficient route for data packets is a search problem that can be 

modeled as a graph. In the context of this discussion, the network of nodes is modeled as a graph, and 

the question at hand is how to determine the path that leads from a specific origin node to a specific 

destination node.  

A new routing table will be generated by adding the generated heuristic value from the proposed neural 

network to the routing table. Let’s apply on the following case: 

From figure 1, let’s assume that router B has a delay of 69 microseconds, the reliability is 40 and it uses 

an Ethernet Interface (10 Mbps) the result is 0.487612319 which can approximately be set as 0.49. 

       Furthermore, assume that router C has a delay of 25 microseconds, the reliability is 220 and it uses 

a Fast Ethernet Interface bandwidth (100 Mbps), the result is 2.885646266 which approximately can set 

as 2.89. 

The two heuristic values are now used to modify the routing table of router B and router C neighbor’s 

using the following heuristic function: 

f (n) = g(n) +h(n) 

Where the f(n) is the next hop cost, g(n) is the current cost of the next hop and h(n) is produced value 

from the last available metrics updated from the neighbor node. Here the lowest cost is the better effect, 

which makes the following formula used instead. 

f (n) = g(n) +(- h(n)) 

According to this, the routing table of node A is updated, as shown in Table 7. 

Table 7 the routing table of node A after adding a heuristic  

Distenti

on  

Cost  Next 

Hop 

Heuristic 

value 

Net 

Cost 

A 0    

B 8 B 0.49 7.51 

C 10 C 2.89 7.11 

D Infinit

y 

   

E Infinit

y 

   

F Infinit

y 

   

Table 7 illustrates that the metrics can change the routing path from node B to node C according to the 

new metrics generated from node B and node C neurons as (7.11) is greater than (7.51). 

 In table 7, the A is zero because there is no estimated cost from A to A and the infinities mean no 

direct link between A and nodes (D, E and F). The following Bellman-Ford algorithm is then applied to 

generate the routing table of all routers. 
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Figure 3 the Optimized Bellman-Ford algorithm  

It does this by beginning at a source node in a network and attempting to find the shortest and most cost-effective 

route to a target node in the graph. It remembers a tree of pathways that start at the source node and expand 

when more edges are added, and it does this up until the point where its termination condition is satisfied . 

 The added heuristic value to optimize the Bellman-Ford algorithm will increase the probability of minus 

distance cost, which makes it impossible to use for Dijkstra's shortest path algorithm that is used in OSPF 

dynamic routing. The Dijkstra negative weights will cause this algorithm to produce incorrect results. On the 

other hand, the Bellman-Ford algorithm, which is used in the RIP algorithm, contains a negative weight solution 

part in its algorithm that make subtracting the effect of metrics on its distance not produce any error routing but 

instead will enhance the routing protocol and decrease the bottleneck that happens due to low bandwidth of a 

specific node for example  [19 ,20  .]  

IV ConclusionThis paper presents a new technique for optimizing the efficiency of the Routing Information 

Protocol (RIP), one of the earliest dynamic routing network protocols. The original RIP protocol only takes the 

hop count into account to determine the routing path between the source and destination. 

The paper combines several key metrics that increase network efficiency, such as bandwidth, delay, and 

reliability, as weighted input to a cost graph of a network to generate a better routing table for network routers . 

 As a result, a better routing table is generated compared to the regular RIP routing, which gives higher 

priority to routers with higher bandwidth or lower delay, as well as taking into account the reliability and 

physical environment of the router to avoid bottlenecks. The Bellman-Ford algorithm is chosen for this purpose 

due to its immunity to negative weights, unlike the Dijkstra algorithm, which produces a wrong routing with 

the presence of negative weights. 

In the future, additional metrics and weight updates based on throughput can be applied to this proposed system 

to create a fully optimized RIP protocol . 
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